Notation of the software

1. This software package is used for Sparse Representation based Variable Selection (SRVS) method, which solves the sparse model ; where  contains the data of two class;  contains the phenotype of each sample; 
2. The software is developed under Matlab 2009a. Please run SRVS.m to start the program. 

3. The parameters to be set:
· stopE is the stop Error threshold,for stop rule one: ;
· stopP is the stop probablility threshold , for the stop rule two: The probability that each column in  has been evaluated should be greater than 1-;
· Lp is the Lp normalization panalty term in Eq. (1) of SRVS algorithm
· winLength=window length/column numbers, recommended is 1/20 of the total number columns
· maxIter : defines the maximum iteration numbers; There gone be maxIter/ winLength number of sub-matrix being extracted and solved

The following two parameters are for sparsity control (using one of them)
· Tal=norm(y-)/norm(y);
· VarNum is the number of variables to be selected

Data file to be used
After setting the parameters, a .mat file should be selected. In this .mat file, two variables should be saved: X and 'y' for y=X. where  corresponding to  samples and  column variables; is the phenotype vector. 

An example of a test data set was provided in the ‘work data’ folder.

Results 
Results include 'x','y','goodIndex','goodSN','Err', and the parameter set the user; Results will be saved in the same data folder containing the data set to be processed.
· [bookmark: _GoBack] is the solution;
·  contains the phenotype of each sample;
· 'goodIndex' contains the index of the columns selected; the index are arranged in descending order of the amplitude of the entries of ;
· 'goodSN' is the number of the selected columns
· ‘Err’ is the error term  for using 1:goodSN selected columns







Please refer to Cao et al. 2014 for the detailed description and properties of the SRVS Algorithm. 

SRVS Algorithm (http://hongbaocao.weebly.com/software-for-download.html)
0. Initialize ;
0. For Step , shuffle X with Fisher-Yates algorithm (Fisher and Yates, 1948); Then separate X into sub-matrixes in size ; denote those sub-matrixes as ;
0. Solve the following  minimization problem to get the optimal sparse solution  for each sub-matrix :

subject to  ;            (12)

0. Update  with :  andenote the th entries in  and ,  respectively;
0. If a stopping rule is not satisfied, update  = +1 and go to Step 2. Otherwise, set  and break. The non-zero entries in  correspond to the column vectors selected, i.e., variable selection. 

In Step 3, there exist  many well-established methods for solving the  minimization problem, such as Homotopy algorithm (Donoho and Tsaig, 2008) for , orthogonal matching pursuit (OMP) algorithm (Cai and Wang, 2011; Tropp, 2004; Davis et al., 1997) and single best replacement (SBR) algorithm (Soussen et al., 2011) for  and the FOCUSS method for  (Cotter et al., 2005).
In Step 5, we set the following two stop rules: 1. , where  is a predefined threshold; 2. The probability that each pair of column vectors in  has been compared should be greater than 1-. The algorithm terminates when both rules are satisfied, which decides the total number of iterations. The Matlab based software toolbox for the proposed SRVS algorithm is available online: http://hongbaocao.weebly.com/software-for-download.html. 
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